
Democratizing Machine Learning in Life Sciences

Robson Bonidia and André de Carvalho

Universidade de São Paulo - ICMC

Universidade Tecnológica Federal do Paraná



Introduction

Due to biological data's expansion and inherent complexity, Artificial Intelligence
(AI) methods, specifically Machine Learning (ML), have shown broad applicability in
the biological sciences. 

ML algorithms can extract useful and meaningful knowledge from biological data,
accelerating discoveries, reducing research expenses, and increasing scientific
efficiency. 

These advancements directly benefit society, the economy, and people’s lives. 



Challenge 

Despite its broad application, designing robust and reliable ML solutions often
requires expertise not commonly found among researchers in biology and health,
leading to serious inequalities. 

For example, accessibility inequality (this creates a disparity in who can use
powerful tools, often disadvantaging those working in smaller institutions or
regions with few resources) 

Knowledge inequality (the complexity of ML algorithms and the skills required
constitute a barrier, limiting the potential for innovative research). 



Democratization

 In this context, democratizing AI implies
granting ML accessibility to individuals who are

not experts, for example, individuals without
training in data science, mathematics, or

computer science. 
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Related Works



Our Proposal

BioAutoML, is designed to facilitate the automatic
extraction and selection of features from sequential

data, considering a variety of aspects,
recommendations for ML algorithms, and specific
hyperparameter tuning for multi-class and binary

classification in biological contexts.
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Main Results

BioAutoML has demonstrated robust results across various problem domains,
presenting success cases in areas such as:

SARS-CoV-2;
Anticancer peptides;
Pro-inflammatory peptides;
HIV-1 sequences; 
Non-classical secreted proteins;
Sigma70 promoters;
Recombination sites;
Small non-coding RNAs, long non-coding RNAs, circular RNAs, and others.



Main Contributions

Democratizing Access to Machine Learning: 

By making BioAutoML accessible to non-experts, we address the significant
accessibility and knowledge inequalities in the use of ML in biological research. 

Automating complex tasks such as feature selection, algorithm recommendation,
and hyperparameter tuning reduces the time and expertise required to analyze
biological sequences. 

This increases scientific efficiency, accelerates discoveries, and can lead to
significant advancements in understanding and addressing critical biological
and health issues.



Main Contributions

Promoting Inclusivity and Innovation: 

BioAutoML can promote broader inclusion of researchers from diverse
backgrounds and resources, strengthening the global effort in science and
health. 

This can lead to breakthroughs that directly benefit society, the economy, and
people's lives. 

This signifies a shift from exclusivity to accessibility, making ML a shared
resource for the collective improvement of science and society. 
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Main Recognitions

Google Latin America Research Awards (LARA): BioAutoML was selected by LARA-Google
as one of the 24 most promising ideas in Latin America (24 awarded projects, from a pool
of 700 entries); 

AutoAI-Pandemics (Democratizing ML for Non-Experts, 2023), was selected as one of the
most promising projects among a total of 221 proposals from 47 countries in a global
competition organized by the AI4PEP, securing funding of 362,500 Canadian dollars; 

Helmholtz Visiting Researcher Award and FEMS Research & Training Grant/Award;

Finalists (Top 15 of 82) — Falling Walls Lab Brazil 2022, DWIH São Paulo, Falling Walls
Foundation, DAAD The German Center for Science and Innovation.
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